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Background: The large-scale digitization of Indonesian literary works has produced
extensive textual corpora that challenge conventional close-reading approaches and
call for systematic, data-driven methods capable of capturing thematic, semantic, and
affective patterns in fiction. Objective: This study aims to examine how text mining and
semantic modeling can reveal lexical salience, intertextual relations, and narrative
emotion in Indonesian fiction across different thematic orientations. Method: Using a
quantitative corpus-based design, the study analyzes 36 Indonesian literary texts
published between 1980 and 2022 through TF-IDF-based lexical analysis, document-
level semantic embeddings with cosine similarity and clustering, and sentence-level
sentiment analysis. Results: The findings show distinct lexical signatures that
differentiate thematic clusters, coherent semantic groupings reflecting intertextual
proximity, and sentiment trajectories dominated by neutral-to-negative polarity with
strategically placed affective peaks across narrative progression. Implication: These
results demonstrate that computational methods can empirically support literary
analysis without displacing interpretive criticism. Novelty: The study integrates lexical,
semantic, and affective modeling within a unified framework for Indonesian fiction,
offering a scalable and replicable approach to digital literary studies.
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INTRODUCTION

Literary production in Indonesia represents one of the most extensive and dynamic cultural
ecosystems in Southeast Asia. According to data from the Indonesian Ministry of Education and
Culture, more than 8,000 literary titles, including novels and short story collections, have been
published over the last two decades, with digital literary platforms further accelerating textual
circulation and consumption. Simultaneously, large-scale digitization initiatives by national
libraries and academic repositories have transformed literary works into machine-readable
corpora, creating unprecedented opportunities for computational analysis. However, despite the
growing availability of digital literary data, scholarly engagement with Indonesian fiction remains
predominantly qualitative and interpretive. This methodological imbalance is increasingly
problematic in an era where cultural production operates at scale and literary discourse intersects
with digital media, algorithmic recommendation systems, and global knowledge infrastructures.
Consequently, there is a pressing need for empirical, data-driven approaches capable of
systematically analyzing large literary corpora while preserving the semantic and narrative
complexity that defines literary texts.

Previous research at the intersection of literature and computation has largely emerged
from digital humanities and computational linguistics, focusing on stylometry (Daelemans, 2013;
Govender et al., 2024; éeLa, 2021; Skorinkin & Orekhov, 2023), authorship attribution (Stanczyk,
2011; Varela et al,, 2020), and lexical frequency analysis (Erker & Guy, 2012; Miller, 2021; Sano,
2015). Studies employing corpus linguistics, text mining, and natural language processing have
successfully demonstrated how literary style, thematic patterns, and narrative structures can be
quantified across large datasets (Chu et al.,, 2022; Pradeep et al., 2025; Schmidt et al., 2023;
Weitin & Herget, 2017; Zmélik, 2018). Nevertheless, existing scholarship exhibits several
limitations. First, much of the computational literary research remains concentrated on Western
literary traditions, leaving Indonesian fiction significantly underrepresented. Second, many
studies rely heavily on surface-level lexical features, such as word frequency and n-gram
distributions, without advancing toward semantic modeling capable of capturing symbolic
meaning, narrative cohesion, and thematic proximity. Third, the integration of machine learning
techniques with literary interpretation is often methodologically fragmented, with limited critical
reflection on how algorithmic abstraction reshapes literary analysis. These gaps indicate that
while computational tools have been adopted, their epistemological potential in analyzing non-
Western literary corpora—particularly Indonesian fiction—has not been fully realized.

This study seeks to address these gaps by examining Indonesian literary fiction through a
text mining and semantic modeling framework grounded in machine learning. The research is
guided by three interrelated questions. First, how can computational text analytics systematically
capture lexical distribution and narrative structure in Indonesian fictional texts without reducing
them to purely statistical artifacts? Second, to what extent can semantic modeling techniques—
such as vector-based representations and similarity measures—identify thematic proximity,
symbolic patterns, and intertextual relationships across literary works? Third, how do sentiment
and semantic dynamics interact within literary narratives to construct emotional intensity and
meaning progression? By operationalizing these questions, the study positions Indonesian fiction
not merely as cultural content but as a large-scale textual corpus suitable for rigorous
computational inquiry. The objective is not to replace interpretive literary criticism, but to extend
it through empirically grounded analytical models.

This research advances the argument that machine learning—based text analytics can offer
meaningful insights into literary discourse when applied with methodological rigor and critical
awareness. It is hypothesized that Indonesian fictional texts exhibit discernible patterns of lexical
clustering, semantic proximity, and emotional distribution that correspond to narrative structure
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and thematic orientation. These patterns, while not immediately visible through close reading
alone, can be revealed through computational modeling and subsequently interpreted within
literary and cultural frameworks. The implication of this study extends beyond Indonesian literary
studies, demonstrating how computational methods can be responsibly integrated into
humanities research without sacrificing interpretive depth. By combining quantitative analysis
with literary reasoning, this research contributes to a more balanced methodological paradigm in
which data-driven models and humanistic interpretation operate in productive dialogue.

LITERATURE REVIEW
Text mining

Text mining constitutes a foundational concept in this study, referring to a set of
computational techniques designed to extract patterns, structures, and meaningful information
from large volumes of unstructured textual data. In the humanities, text mining has been variously
defined as a quantitative extension of close reading, a corpus-based analytical strategy, or a form
of distant reading that enables large-scale textual comparison. While computational linguistics
emphasizes efficiency and scalability, literary studies often approach text mining with
epistemological caution, questioning whether numerical abstraction can adequately represent
literary meaning. This divergence reflects differing assumptions about language: text mining
frameworks tend to conceptualize text as data (Masjedy et al,, 2022; Varghese & Punithavalli,
2019; Witten, 2004), whereas literary theory treats text as an interpretive artifact embedded in
cultural, historical, and symbolic contexts (Moreno, 2017; Yu et al., 2011). Recent digital
humanities scholarship argues that these perspectives need not be mutually exclusive,
suggesting that text mining can function as an exploratory rather than deterministic method.
Thus, text mining is increasingly positioned not as a replacement for interpretation, but as a
complementary analytical lens capable of revealing latent textual regularities.

Scholarly literature identifies several key aspects and indicators of text mining relevant to
literary analysis. These include corpus construction, preprocessing strategies, lexical
representation, and pattern detection. Corpus construction determines the scope and
representativeness of literary data, influencing the validity of analytical outcomes. Preprocessing
techniques—such as tokenization, normalization, and lemmatization—shape how literary
language is operationalized computationally, often raising debates about the loss of stylistic
nuance. Lexical representation models, including Bag of Words, TF-IDF, and n-grams, serve as
primary indicators of thematic emphasis and stylistic distribution. Pattern detection mechanisms,
such as clustering and frequency analysis, enable the identification of dominant motifs and
narrative tendencies. However, critics note that these indicators privilege surface-level textual
features, necessitating integration with more semantically sensitive approaches. Consequently,
text mining in literary research is most effective when applied reflexively, with methodological
transparency and interpretive contextualization.

Semantic modeling

Semantic modeling represents a more advanced conceptual layer, addressing the
limitations of purely lexical text mining by focusing on meaning, context, and conceptual
relationships. Semantic modeling is commonly defined as the computational representation of
meaning through vector-based or network-based structures that capture relationships among
words, phrases, or documents. In computational linguistics, semantics is often operationalized
through distributional hypotheses, assuming that meaning emerges from patterns of co-
occurrence (Boleda & Herbelot, 2016; Pinkal & Koller, 2012; Zad et al., 2021). Literary scholars,
however, emphasize that meaning in fiction is shaped by narrative context, symbolism, and
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intertextual resonance, which may not be fully captured through statistical proximity alone
(Moreno, 2017; Pradeep et al.,, 2025). This tension has generated diverse interpretations of
semantic modeling, ranging from pragmatic tools for theme detection to contested
epistemological frameworks that risk oversimplifying literary meaning. Recent interdisciplinary
research suggests that semantic modeling can meaningfully contribute to literary analysis when
its probabilistic nature is explicitly acknowledged.

The key categories and indicators of semantic modeling include semantic similarity,
conceptual clustering, and contextual embedding. Semantic similarity measures assess
conceptual proximity between textual units, allowing researchers to identify thematic alignment
across literary works. Conceptual clustering groups texts or passages based on shared semantic
properties, offering empirical insights into genre formation or thematic convergence. Contextual
embedding models, such as word embeddings, represent lexical items within multidimensional
semantic spaces that capture nuanced meaning relationships. These indicators are particularly
relevant for literary corpora, where similar themes may be expressed through divergent diction.
Nevertheless, semantic modeling remains challenged by polysemy, metaphor, and irony—
features intrinsic to literary discourse. As a result, semantic indicators must be interpreted
critically, functioning as heuristic signals rather than definitive representations of literary
meaning.

Machine learning

Machine learning constitutes the third conceptual pillar, providing the algorithmic
infrastructure that enables large-scale text mining and semantic modeling. In literary studies,
machine learning is commonly defined as a set of computational techniques that allow systems
to identify patterns and relationships in textual data without explicit rule-based programming.
Interpretations of machine learning vary significantly across disciplines. From a technical
perspective, it is valued for its predictive accuracy and scalability (Andras, 2025; Bowman &
Jololian, 2023; Kamogashira, 2022); from a humanities perspective, it raises concerns about
opacity, interpretive control, and epistemic authority (Agreda—Lépez & Petrelli, 2025; Gefen et al.,
2021; Moller, 2021; Rahman et al,, 2025; Urberg, 2021). Critics argue that machine learning
models risk transforming literature into abstract data devoid of cultural specificity. Conversely,
proponents contend that machine learning offers unprecedented analytical reach, enabling the
exploration of literary phenomena at scales previously unattainable. This debate underscores the
need for theoretically informed and critically grounded applications of machine learning in literary
research.

The categories and indicators of machine learning relevant to literary analysis include
learning paradigms, feature representation, and interpretability. Learning paradigms—such as
supervised and unsupervised learning—determine whether analytical categories are predefined
or emergent. Feature representation governs how literary texts are translated into numerical
forms, directly influencing analytical outcomes. Interpretability, increasingly emphasized in recent
scholarship, addresses the extent to which model outputs can be meaningfully explained and
contextualized within literary frameworks. In literary research, interpretability is particularly
crucial, as analytical results must remain accessible to humanistic interpretation. Accordingly,
machine learning in literary studies is most productive when employed as an analytical assistant
rather than an autonomous interpretive agent, reinforcing the complementary relationship
between computation and literary scholarship.
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METHOD

The unit of analysis in this study is a multi-dimensional corpus of Indonesian literary fiction,
operationalized through a stratified and layered corpus design (Pradeep et al., 2025). Rather than
treating literary texts as homogeneous entities, the corpus is structured across three analytical
levels: (1) document level (entire literary works), (2) narrative level (chapters, novellas, or
individual short stories), and (3) sentence level (narrative and dialogic units). The corpus
comprises 36 Indonesian literary texts published between 1980 and 2022, representing diverse
genres, literary periods, narrative modes, and thematic orientations. After preprocessing, the
corpus contains approximately 2.85 million tokens, 212,000 sentences, and 48,500 unique
lexical types. This scale exceeds commonly recommended thresholds for reliable machine
learning—based text analysis in humanities research, enabling both macro-level intertextual
comparison and micro-level semantic and affective analysis. Each text is treated as an
independent analytical document, while sentences function as granular units for sentiment and
semantic proximity modeling (Zad et al., 2021). This layered unit of analysis ensures analytical
depth and methodological robustness.

Table 1. Multi-dimensional corpus composition of Indonesian fiction

Number of Publication

Dimension  Category . Tokens Sentences  Analytical Role
Texts Period
Novels 20 1980-2022 2050000 151,000  ong-form narrative
structure
Genre Short Story Collections 10 1990-2021 520,000 44,000 Thematic density
Novellas 6 2000-2020 280,000 17,000 'S”Cj;med'ate narrative
Late New Order 8 1980-1998 610,000 46,500 Ideological discourse
Literary Reformasi Era 12 1999-2009 840,000 61,000 Transitional narratives
Period Post-Reformasi 10 2010-2016 730,000 54,000 Identity negotiation
Contemporary 6 2017-2022 670,000 50,500 Digital-age sensibility
Narrative First-person 14 — 1,020,000 78,000 Subjective focalization
Mode Third-person 22 — 1,830,000 134,000 Narrative distance
Identity & Selfhood 11 — 820,000 60,000 Semantic clustering
. SO,C_Ial & Political 9 — 760,000 56,000 Ideological analysis
Thematic Critique
Orientation  Religion & Morality 7 — 540,000 41,000 Ethical symbolism
Gender & Body 5 — 390,000 29,000 Affective dynamics
Memory & Trauma 4 — 340,000 26,000 Emotional intensity

This study employs a quantitative corpus-based research design integrated with
computational literary analysis within the digital humanities paradigm. The design is exploratory—
analytical, aiming to identify latent lexical, semantic, and affective patterns embedded in
Indonesian literary fiction rather than to test predefined literary taxonomies. Such a design is
particularly appropriate given the scale, heterogeneity, and narrative complexity of the corpus.
The research proceeds through a sequential analytical pipeline: corpus stratification, text
preprocessing, lexical feature extraction, semantic modeling, similarity measurement, clustering,
and sentiment analysis. Each analytical stage is cumulative, with outputs from earlier stages
informing subsequent procedures. This design prioritizes replicability, transparency, and
scalability, aligning with best practices in computational text analysis. Importantly, the design
acknowledges the epistemological limits of algorithmic modeling by positioning computational
results as empirical indicators subject to critical literary interpretation rather than as autonomous
explanations.
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The primary source of information for this research is the digitized literary corpus described
above, obtained from national digital libraries, academic repositories, and legally accessible
literary archives. Text selection was guided by criteria of literary recognition, representativeness
within Indonesian literary history, and availability in machine-readable format. Secondary sources
include peer-reviewed journal articles on text mining, semantic modeling, and computational
literary studies, as well as methodological references in natural language processing and digital
humanities. Linguistic resources used in preprocessing and analysis—such as tokenizers,
lemmatizers, and sentiment lexicons—are drawn from established NLP libraries trained on large
Indonesian-language corpora. Metadata related to genre, publication period, narrative mode, and
thematic orientation are used exclusively for analytical contextualization and validation, not as
predictive inputs in machine learning models. This combination of primary and secondary sources
ensures methodological rigor and interpretive grounding.

Data collection followed a structured, multi-stage protocol. First, literary texts were
identified and selected through purposive stratified sampling to ensure balanced representation
across genres, periods, and themes. Second, texts were converted into standardized plain-text
format, with the removal of paratextual elements such as publisher notes, page numbers, and
editorial annotations. Third, the corpus underwent preprocessing procedures including sentence
segmentation, tokenization, lowercasing, lemmatization, and selective stop-word filtering. Dialog
markers, paragraph boundaries, and punctuation relevant to narrative structure were preserved
to maintain discourse integrity. Each preprocessing step was logged and validated to ensure
replicability. The resulting corpus constitutes a clean, normalized dataset suitable for large-scale
computational analysis while preserving key narrative and stylistic features essential to literary
interpretation.

Data analysis was conducted through five interrelated stages (Omar, 2021). First, lexical
analysis employed Bag of Words and TF-IDF models to examine term distribution, thematic
salience, and stylistic differentiation across texts. Second, semantic modeling was implemented
using word embedding techniques to capture conceptual proximity and symbolic relationships
within and across literary works. Third, text similarity analysis applied cosine similarity to
measure intertextual proximity at document and narrative levels. Fourth, unsupervised clustering
algorithms were used to identify emergent thematic and stylistic groupings across the corpus.
Finally, sentiment analysis traced emotional polarity and affective intensity at the sentence level,
enabling the mapping of narrative emotion trajectories. The results of each analytical stage were
interpreted in relation to corpus stratification dimensions, ensuring coherence between data
structure, analytical procedures, and literary interpretation.

RESULTS

Lexical distribution and thematic salience in Indonesian fiction

This subsection concerns lexical distribution and thematic salience across the Indonesian
fiction corpus. Using TF-IDF weighting at the document level, the analysis identified highly
discriminative lexical items that distinguish thematic orientations within the corpus. Figure 1
presents a thematic TF-IDF bar chart illustrating the distribution of highly discriminative lexical
items across the Indonesian fiction corpus. The visualization is derived from document-level TF-
IDF weighting applied to 36 literary texts comprising approximately 2.85 million tokens. The
chart highlights theme-specific lexical markers that differentiate narratives oriented toward
identity and selfhood, social and political critique, and religion and morality. Keywords such as
diri, ingat, nama, and sunyi emerge as salient in identity-focused texts, while kuasa, rakyat,
negara, and hukum dominate politically oriented narratives. In contrast, moral and religious texts
are characterized by recurrent lexemes including iman, dosa, doa, and takdir. This visual
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distribution confirms that thematic orientation in Indonesian fiction is accompanied by empirically
measurable lexical salience, rather than diffuse or random word usage.

Figure 1 reveals a clear stratification of lexical importance across thematic clusters.
Identity-oriented narratives display a concentration of introspective and memory-related
vocabulary, forming a dense lexical field centered on subjectivity and personal experience. Social
and political critique texts exhibit higher lexical diversity, reflecting engagement with institutional
actors, collective identities, and power relations. By contrast, religion and morality narratives
show relatively lower lexical dispersion, indicating repeated reliance on symbolically loaded
terms that function as ethical anchors across texts. Notably, these lexical patterns remain stable
across narrative modes and publication periods, suggesting that thematic salience is not driven
by stylistic variation alone. Instead, Indonesian fiction constructs meaning through structured
lexical economies in which specific vocabularies are systematically mobilized to sustain narrative
and ideological coherence.

Thematic TF-IDF Bar Chart — Indonesian Fiction Corpus (36 texts; ~2.85M tokens)

0.200
Theme

mm |(dentity & Selfhood
mm Social & Political Critique
mm Religion & Morality

0.175

0.150 A

0.125

TF-IDF Score
o
-
o
o

ingat nama sunyi kuasa rakyat negara hukum iman dosa doa takdir
Discriminative Keywords (by theme)

Figure 1. TF-IDF-weighted lexical salience by thematic cluster.

This lexical stratification can be interpreted as evidence that Indonesian fiction operates
through thematic lexical anchoring, where meaning is stabilized through repeated, contextually
reinforced word choices. From a literary perspective, this pattern reflects how authors mobilize
specific lexical repertoires to construct ideological coherence and narrative identity (Mazlan et al,,
2025). Computationally, the effectiveness of TF-IDF in isolating these lexical anchors indicates
that thematic meaning in Indonesian fiction is not purely implicit or metaphorical but is also
materially encoded in word distribution. This finding challenges the assumption that literary
meaning is inaccessible to quantitative analysis. Instead, the results suggest that lexical surface
structures provide measurable entry points into deeper narrative and symbolic formations. Thus,
lexical distribution functions as both a linguistic and literary indicator, confirming that corpus-
based text mining can meaningfully capture thematic organization in Indonesian literary fiction.

Semantic proximity and intertextual clustering in Indonesian fiction

The second set of results addresses semantic proximity and intertextual clustering within
the Indonesian fiction corpus, measured through cosine similarity applied to document-level
semantic embeddings. Figures B1 and B2 jointly present the empirical evidence of semantic
proximity and intertextual clustering within the Indonesian fiction corpus based on document-
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level semantic embeddings. Figure B1 visualizes the spatial projection of 36 Indonesian fictional
texts, revealing three coherent thematic clusters corresponding to identity and selfhood, social
and political critique, and religion and morality. Figure B2 complements this spatial pattern by
displaying the density distribution of cosine similarity scores. The distribution shows that intra-
cluster similarity values are concentrated in a higher range, approximately between 0.71 and
0.84, while inter-cluster similarity values are concentrated at substantially lower scores, ranging
from approximately 0.32 to 0.46. The clear separation between these two distributions provides
quantitative confirmation that the observed clusters reflect meaningful semantic organization
rather than incidental textual resemblance.

Semantic Dimension 2 (PCA)
[=]

Thematic Cluster L J
Identity & Selfhood
Religion & Morality
Social & Political Critique ®

= = o 5 : : 3 :
Semantic Dimension 1 (PCA)
Figure 2. Semantic projection of 36 Indonesian fictional texts based on document-level
embeddings. Text from three coherent clusters reflecting identify/selfhood,

sociopolitical critique, and relion/morality themes.

B Intra-cluster Similarity
Inter-cluster Similarity

204

15 A

Density

10 4

%03 0.4 05 0.6 0.7 0.8
Cosine Similarity Score
Figure 3. Density distribution of cosine similarity scores comparing intra-cluster and inter-
cluster semantic proximity (N = 36 texts). Intra-cluster similarities concentrate at higher values,

demonstrating clear semantic separation among thematic clusters.
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The combined visual patterns (Figure 2 and Figure 3) indicate that texts within the same
thematic cluster exhibit strong internal semantic cohesion, as evidenced by the concentration of
high intra-cluster cosine similarity scores. Identity-oriented narratives cluster tightly despite
differences in publication period and narrative voice, while sociopolitical texts display moderate
internal dispersion that remains within the upper similarity range. Religious and moral narratives
form a compact cluster characterized by recurrent ethical and symbolic semantics. In contrast, the
lower and clearly bounded inter-cluster similarity distribution demonstrates consistent semantic
distance between clusters, with minimal overlap across similarity ranges. This contrast between
high intra-cluster proximity (=0.71-0.84) and low inter-cluster proximity (=0.32-0.46) confirms
that thematic affiliation is the primary determinant of semantic positioning in Indonesian fiction,
outweighing stylistic, generic, or historical variation.

Analytically, these findings suggest that Indonesian fiction is structured by intertextual
semantic networks rather than isolated narrative units. From a computational perspective, the
effectiveness of cosine similarity in capturing these networks indicates that semantic embeddings
successfully encode thematic and symbolic relationships embedded in literary discourse. From a
literary standpoint, the clusters can be interpreted as empirical manifestations of intertextuality,
where texts participate in shared discursive formations without explicit citation or direct influence.
This challenges purely historicist or author-centered models of literary analysis by demonstrating
that thematic affinity can be quantitatively traced across texts. Importantly, the relatively low
inter-cluster similarity scores indicate that Indonesian fiction maintains semantic differentiation,
avoiding thematic homogenization despite recurring concerns. Thus, semantic proximity analysis
not only validates the applicability of machine learning techniques to literary corpora but also
provides a data-driven framework for rethinking intertextual relations in Indonesian literary
studies.

Sentiment trajectories and affective intensity in Indonesian fiction

This subsection examines sentiment polarity and affective intensity across Indonesian
fictional narratives using sentence-level sentiment analysis. Figures 4 and Figure 5 present the
empirical results of sentence-level sentiment analysis conducted on the Indonesian fiction corpus
comprising 36 literary texts and approximately 212,000 sentences. Figure 4 displays the overall
distribution of sentiment polarity across the corpus, revealing a clear dominance of neutral and
negative affect. Specifically, neutral sentiment accounts for approximately 58-62% of all
sentences, while negative sentiment constitutes around 24-28%, and positive sentiment remains
limited at approximately 10-14%. Figure 5 complements this aggregate distribution by
visualizing sentiment trajectories across narrative progression, allowing emotional polarity and
intensity to be traced sequentially through the texts. Together, these figures provide quantitative
and temporal representations of affective structure in Indonesian fiction, capturing both the
proportional distribution and the dynamic unfolding of sentiment across narratives.
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Figure 4. Sentiment polarity distribution in Indonesian fiction (N = 212,000 sentences)
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The above visual patterns (Figure 4 and Figure 5) indicate that Indonesian fictional
narratives sustain extended neutral or subdued emotional states rather than continuous affective
expression. As shown in Figure 4, these neutral baselines are intermittently disrupted by sharp
negative sentiment spikes, particularly in texts oriented toward trauma, memory, and social—
political critique, whereas identity-focused narratives exhibit greater emotional fluctuation.
Positive sentiment appears infrequently and does not dominate sustained narrative segments;
instead, it emerges briefly, often toward the later stages of narrative progression, signaling
moments of resolution or moral closure. The consistency between the proportional dominance of
neutral and negative sentiment in Figure 4 and the non-linear trajectories observed in Figure 5
confirms that affective intensity in Indonesian fiction is distributed strategically across narrative
time, rather than expressed uniformly throughout the text.

60



Rinda Widya lkomah and Zohaib Hassan Sain Lingua Technica, 1(2), 2026, 51-67

Interpreted analytically, these findings indicate that Indonesian fiction employs affective
economy, where emotional intensity is carefully rationed to enhance narrative impact. From a
computational perspective, the prevalence of neutral polarity underscores the limitation of
sentiment analysis models when applied to literary texts, as emotional significance is frequently
conveyed implicitly through symbolism, silence, and narrative pacing rather than explicit
evaluative language. From a literary standpoint, the restrained sentiment profiles align with
broader aesthetic traditions in Indonesian fiction that privilege introspection, ethical ambiguity,
and social realism. The alignment between thematic clusters and sentiment trajectories observed
here further suggests that semantic orientation and emotional structure are deeply
interconnected. Thus, sentiment analysis, when interpreted contextually, provides empirical
evidence of how Indonesian fiction organizes affect not as surface emotion, but as a layered
narrative strategy embedded within semantic and thematic structures.

DISCUSSION

The lexical patterns identified across the Indonesian fiction corpus carry significant
implications for how literary meaning is materially encoded in language. The presence of stable,
theme-specific lexical signatures demonstrates that literary discourse is not purely elusive or
resistant to empirical observation. Instead, thematic orientation in Indonesian fiction manifests
through recurring lexical anchors that function as semiotic stabilizers within narrative
construction. This finding suggests that computational lexical analysis does not trivialize literary
meaning but provides an empirical entry point into its structural organization (Khafaga & Shaalan,
2020; Meroni, 2025). The functional implication lies in the capacity of text mining techniques to
support large-scale literary analysis without abandoning interpretive sensitivity. Conversely, the
relative rigidity of lexical clustering also reveals a potential disfunction: thematic repetition may
limit semantic innovation, reinforcing dominant discourses rather than diversifying narrative
expression. Thus, lexical salience operates simultaneously as a mechanism of meaning
consolidation and a constraint on narrative experimentation within Indonesian literary production.

The emergence of these lexical configurations is not accidental but reflects deeper
structural conditions shaping Indonesian fiction. Historically embedded sociopolitical
experiences, cultural memory, and ethical discourse exert sustained pressure on literary
language, encouraging the reuse of ideologically charged vocabulary (Romadhani, 2025).
Authors writing across different periods appear to draw from shared lexical reservoirs to
articulate collective concerns such as identity, power, and morality. This structural continuity
explains why lexical patterns remain stable despite stylistic variation and temporal distance
(Janebi Enayat, 2025; Peng et al,, 2023; Yogeesh et al., 2025). At the same time, the publishing
ecosystem and literary canon formation may amplify certain vocabularies through repetition and
institutional validation. Computational evidence thus reveals an underlying structure in which
language functions as both a historical archive and a discursive constraint (Fawaid et al., 2025).
The correlation between thematic persistence and lexical concentration indicates that Indonesian
fiction is shaped by long-term cultural narratives that are reproduced through linguistic choices
rather than solely through explicit thematic declaration.

Semantic proximity and intertextual clustering further extend the implications of the
findings by demonstrating that Indonesian fiction operates within a networked semantic ecology.
The formation of coherent semantic clusters across texts indicates that literary works participate
in shared conceptual frameworks even in the absence of direct intertextual reference (Bless,
2021; Hiba, 2024; Kulesa et al.,, 2024; Rocco & Plakhotnik, 2009; Wotela, 2017). This has
important consequences for literary scholarship, as it challenges the tendency to analyze texts in
isolation or to prioritize authorial intention over discursive affiliation. Functionally, semantic
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modeling enables scholars to empirically trace thematic convergence and divergence across large
corpora, offering a scalable alternative to traditional comparative analysis. However, this
clustering also exposes a potential disfunction: excessive semantic convergence may blur
distinctions between texts, reducing interpretive plurality. The balance between shared semantic
orientation and individual narrative specificity thus becomes a critical site for understanding how
Indonesian fiction negotiates continuity and difference.

The structural logic underlying semantic clustering can be attributed to the interaction
between cultural discourse and narrative production. Shared historical experiences, ideological
debates, and ethical frameworks generate common semantic resources that authors mobilize to
construct meaning (Barros et al., 2019; Chernyavskaya & Safronenkova, 2020; Domingos et al.,
2024). These resources form latent semantic structures that transcend individual texts and
organize literary production at a systemic level. Machine learning models capture these structures
by identifying patterns of conceptual co-occurrence, revealing intertextuality as an emergent
property rather than a deliberate strategy. The correlation between semantic proximity and
thematic orientation suggests that Indonesian fiction is shaped by discursive fields that guide
narrative imagination. This underlying structure explains why texts addressing similar concerns
cluster together despite variations in genre, style, or narrative voice. Semantic modeling thus
uncovers the infrastructural dimensions of literary meaning that are often assumed but rarely
demonstrated empirically.

The affective patterns identified across the corpus offer further insight into the emotional
economy of Indonesian fiction. The dominance of neutral and subdued sentiment, punctuated by
episodic intensity, indicates that emotional expression functions as a strategic narrative resource
rather than a constant expressive mode (Ahmed et al., 2020; Cipresso & Riva, 2016; Ryokai et al.,
2012; Tu et al, 2024). This has significant implications for understanding how literature
constructs affective engagement. Rather than relying on overt emotional display, Indonesian
fiction often cultivates restraint, allowing emotional impact to emerge through contrast and
narrative timing. Functionally, this strategy enhances reader engagement by encouraging
interpretive participation and emotional inference. Yet, this affective restraint also presents a
methodological disfunction for computational sentiment analysis, which tends to privilege
explicit evaluative language. The findings thus highlight both the usefulness and the limitations
of sentiment modeling in literary contexts, underscoring the need for interpretive calibration.

The affective structures observed are deeply connected to broader cultural and narrative
conventions. Indonesian literary traditions frequently emphasize introspection, moral ambiguity,
and social realism, which discourage excessive emotional articulation (Atikurrahman, 2025).
These conventions shape narrative pacing and emotional disclosure, producing sentiment
trajectories that computational models register as predominantly neutral. The correlation
between thematic orientation and emotional intensity further suggests that affect is structurally
embedded within narrative purpose rather than stylistic preference alone (Elliott, 2023; Sherratt,
2007; Xia et al., 2025). Texts dealing with trauma or social injustice exhibit sustained negative
intensity, while identity-focused narratives allow greater emotional fluctuation. This pattern
reflects an underlying narrative logic in which emotion is subordinated to ethical reflection and
social critique. By revealing these structures, the study demonstrates how computational analysis
can illuminate the affective architecture of literary texts while remaining attentive to their cultural
specificity.

CONCLUSION

This study demonstrates that text mining and semantic modeling can meaningfully
illuminate the structural, thematic, and affective dimensions of Indonesian fiction without

62



Rinda Widya lkomah and Zohaib Hassan Sain Lingua Technica, 1(2), 2026, 51-67

reducing literary texts to mere numerical artifacts. By integrating lexical analysis, semantic
proximity modeling, and sentiment trajectories, the research reveals that Indonesian literary
works exhibit stable thematic lexical anchors, coherent intertextual semantic clusters, and
strategically modulated affective intensity. The principal contribution of this study lies in its
methodological synthesis, bridging computational linguistics and literary studies through a
corpus-based, machine learning—driven framework. Conceptually, the findings renew
perspectives on intertextuality and narrative emotion by grounding them in empirical evidence,
while methodologically, the study expands the analytical repertoire of literary scholarship toward
scalable, data-informed inquiry.

Despite these contributions, the study is subject to several limitations. The corpus, while
extensive, is restricted to Indonesian fiction written in Bahasa Indonesia and does not account for
multilingual or translated literary texts that may exhibit different semantic and affective
dynamics. In addition, sentiment analysis tools remain limited in capturing irony, metaphor, and
implicit emotion central to literary expression. Future research should therefore expand corpus
diversity across languages and regions, incorporate transformer-based language models for
deeper contextual understanding, and integrate computational analysis with close reading to
refine interpretive validity. Such extensions would further strengthen the role of machine learning
as a complementary methodology in literary research.
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